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Randomness (1) does not occur in nature. Intuitively we 
think the premise is false. In this essay I argue that what 
we imagine to be randomness in nature is chaos (2). In the 
main, for objects, events and relationships that occur in 
large numbers, randomness and chaos behave very much 
the same. At the margins, in rare events randomness and 
chaos are very different. One’s understanding of objects, 
events and relationships is at stake.

Random events occur without measurable determinants. 
That is: if A causes B, where A and B are states of an 
object, event or relationship, then a random outcome is 
independent of A and is “undetermined”. A classic ex-
ample of such usage is the proposition that “random” mu-
tations and natural selection are the engines of evolution. 
In nature all events are determined, though the outcome 
is still unpredictable. The certainty with which one inter-
prets an observation is related to the resolution of one’s 
instruments for measurement. For example, pointillist art, 
including portraits by Chuck Close, are more understand-
able from a distance than from close-up where the objects 
overwhelm retinal resolution resulting in uncertainty of 
interpretation in awareness. 

The goal of statistical analysis is to measure the degree of 
uncertainty by determining how well one’s observations 
eliminate the occurrence of randomness. By measuring 
uncertainty, one infers the degree of certainty with which 
one may trust measurements of objects, events and rela-
tionships. Statistics assume the existence of randomness 
in order to control for the occurrence of “chance” obser-
vations. Therefore, randomness exists in nature, yes?

No, randomness does not occur in nature. The declaration 
is counterintuitive for four understandable reasons. First, 
our observations of objects, events and relationships must 
be expressed and revealed with symbolic representation, 
such as words, numbers, drawings, sculpture or models 
(mathematics, literature, art). These are not the things 
themselves, only symbols for them. Second, when our ob-
servations are expressed with numerical symbols, statisti-
cal analysis is the only method by which to understand 
how trustworthy those observations are (3). Third, until 
the mathematics and science of chaos were developed 
by Lorenz (4) and Mandelbrot (5), among others, in the 
20th century, randomness was the only concept by which 
to understand the occurrence of “chance” and unpredict-
ability; and fourth, the colloquial, but mistaken meaning 
of chaos is disorganization. 

Chaos and disorganization are not synonyms. Disorgani-
zation is a property of entropy (6), related to chaos but 
quite separate from it. Chaotic events appear disorganized, 
but they are not. Disorganization derives from unpredict-
ability, but is, again, separate from it. Natural events are 
chaotic, fully determined but unpredictable. Only nu-
merical symbols can have the property of undetermined 
randomness. I do not intend this argument to refute the 
value and utility of statistical analysis. On the contrary, I 
argue that statistics are all one has with which to under-
stand the meaning of observations expressed in numerical 
symbols. Analytical modeling that assumes chaos (com-
plexity), not randomness (statistics) is coming (7). Until 
complexity analysis (8, 9) replaces statistical analysis, if 
it ever does, at the margins of incidence and prevalence, 
nonetheless, we must be very careful how we use statisti-
cal analysis (10-12).
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